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links that is associated with a plurality of traffic links in a
traffic network. The method includes determining a second
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traffic predicting parameters to subnets associated with the
traffic network. Further, the first traffic predicting accuracy
value is lower than the second traffic predicting accuracy
value.
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210
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214
OVERALL
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SAVE NEW CONFIGURATION DATA | 218
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END

FIG. 2A
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OPTIMIZE PARAMETERS OF LINKS WITHIN NEW SUBNET SUBROUTINE

| INCREASE BETA BY ONE STEP 203

| EXECUTE CALCULATIONS 205

| INCREASE ALPHA VALUE BY ONE STEP |~ 207

| EXECUTE CALCULATIONS 209

INCREASE GAMMA AND ZETA VALUES BY ONE STEP 211

| EXECUTE CALCULATIONS 213

| INCREASE DELTA VALUE BY ONE STEP 215

| EXECUTE CALCULATIONS 217

2%1
DO NOT SAVE ACCURACY BETTER
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PARAMETERS ACCURACY ?

| STORE ACCURACY AND PARAMETERS AS BEST CONFIGURATION 223

| SELECT NEW SET OF LINKS AND RUN ALGORITHM 225

(LRETURN )~ 227

FIG. 2B
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1
AUTO-CALIBRATION FOR ROAD TRAFFIC
PREDICTION

FIELD OF THE INVENTION

The present invention relates generally to the field of
vehicular traffic estimation and prediction systems, and more
particularly to the auto-calibration of road traffic predicting
parameters.

BACKGROUND

Traffic prediction is a useful tool to help in the management
of overall traffic control. Highly accurate traffic predictions
have the potential to improve traffic conditions, reduce travel
delays, and make roadways more efficient. There are multiple
methods that have been implemented in predicting the traffic
atany given time of day, including algorithms that use historic
traffic data, real time traffic data, or a combination of both.
The traffic data is typically gathered using traffic sensors,
embedded in aroad, that are capable of measuring traffic flow
for many road segments, or links, in a transportation network.

Various sets of parameters have been used to better esti-
mate the real-world conditions of traffic models, for example,
what effects links have on each other in a road network and
how to better represent the traffic flow at peak and off-peak
hours. As a result, methods for calculating traffic predictions
have emerged which take into account both the spatial aspects
and temporal correlations of roadways. When performing
these high level calculations, there is often a balance to
achieve between the complexity of the computational calcu-
lation and the accuracy of the calculation.

It is advantageous to travelers to have knowledge of the
current conditions of traffic on a particular roadway, as well as
possible future conditions. Efforts have been implemented to
deal with traffic congestion in various ways, such as obtaining
information about current traffic conditions and estimating
and providing information about possible future traffic con-
ditions.

Vehicular traffic can be predicted using real-time data, such
as data gathered from traffic sensors in the road, the Depart-
ment of Transportation in a city, or a state highway patrol,
among other agencies. More recently, time series models
such as the Auto-Regressive Integrated Moving Average
(ARIMA) and the Neural Network (NNet) models have been
used. These algorithms can be useful in predicting short-term
traffic; however, they do not consider events that may occur in
real-time traffic, such as speed changes during rush hour.

One current solution uses a small time scale, such as col-
lection times of 5 minutes as opposed to 15 minutes, to
attempt to achieve a greater accuracy in prediction calcula-
tions. Here, the parameters used were selected to attempt to
better estimate a broader range of real-time roadways at any
time during the week, and are run continuously to provide
more accurate prediction results. However, the parameters
used in this algorithm must initially be calibrated to a certain
degree of accuracy before they can be used in the traffic
prediction calculations.

SUMMARY

Embodiments of the present invention disclose a method,
computer program product, and computer system for auto-
calibrating parameters in traffic prediction. The computer
device determines a first subnet of traffic links that is associ-
ated with a plurality of traffic links in a traffic network. The
computing device also determines a second subnet of traffic
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links that is associated with the first subnet of traffic links, and
has a first traffic predicting accuracy value. The computing
device generates a set of optimized traffic predicting param-
eters associated with the second subnet of traffic links and
applies the set of optimized traffic predicting parameters onto
a third subnet of traffic links. The computing device also
determines the set of optimized traffic predicting parameters
used to calculate prediction results having a second traffic
predicting accuracy value, and applies the set of optimized
traffic predicting parameters used to calculate prediction
results having a second traffic predicting accuracy value to
subnets associated with the traffic network. Further, the first
traffic predicting accuracy value is lower than the second
traffic predicting accuracy value.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 is a functional block diagram illustrating a distrib-
uted data processing environment, in accordance with an
embodiment of the present invention.

FIG. 2A is a flowchart depicting operational steps of a
traffic parameter calibrating program, in accordance with an
embodiment of the present invention.

FIG. 2B is a flowchart depicting operational steps of a
traffic parameter calibrating program to optimize the param-
eters of the links within a new subnet subroutine, in accor-
dance with an embodiment of the present invention.

FIG. 3 illustrates an exemplary representation of links dis-
playing the optimization of a subnet by the traffic parameter
calibrating program of FIGS. 2A and 2B, in accordance with
an embodiment of the present invention.

FIG. 4 depicts a block diagram of internal and external
components of a data processing system, such as the client
computing device of FIG. 1, in accordance with an embodi-
ment of the present invention.

DETAILED DESCRIPTION

Referring to FIGS. 1-4.

Vehicular traffic prediction (“traffic prediction™) is a useful
tool to assist in the management of vehicular traffic. Accurate
traffic predictions can improve traffic conditions, reduce
travel delays, and make roadways more efficient. The traffic
data is typically generated by traffic sensors, embedded in a
road, that are capable of measuring traffic flow for many road
segments, or links, in a transportation network. Embodiments
of the present invention seek to auto-calibrate road traffic
prediction, so that the tunable parameters implemented in the
overall traffic prediction model are configured to the optimal
values, without human intervention.

The present invention will now be described in detail with
reference to the Figures. FIG. 1 is a functional block diagram
illustrating an environment, generally designated 100, in
accordance with one embodiment of the present invention.
Modifications to environment 100 may be made by those
skilled in the art without departing from the scope of the
invention as recited by the claims. Environment 100 includes
traffic predicting server 120 and traffic management server
130, all interconnected over network 110.

Network 110 can be, for example, a local area network
(LAN), a wide area network (WAN) such as the Internet, or a
combination of the two, and can include wired, wireless, or
fiber optic connections. In general, network 110 can be any
combination of connections and protocols that will support
communication between traffic predicting server 120 and
traffic management server 130.
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Traffic predicting server 120 and traffic management
server 130 may be a management server, a web server, or any
other electronic device or computing system capable of
receiving and sending data. In other embodiments, traffic
predicting server 120 and traffic management server 130 can
be a laptop computer, a tablet computer, a netbook computer,
a personal computer (PC), a desktop computer, a personal
digital assistant (PDA), a smart phone, or any programmable
electronic device capable of communicating with another
server, via network 110, and with various components and
devices within distributed data processing environment 100.
Traffic predicting server 120 and traffic management server
130 may include internal and external hardware components,
as depicted and described in further detail with respect to FIG.
4.

Traffic management server 130 includes exemplary infor-
mation storage 132, which is an information repository that
contains traffic sensor data files 134 and spatial data files 136.
Traffic management server 130 is a computing device that
aggregates vehicular traffic data, real-time and/or historic,
generated by vehicular traffic sensors. Traffic management
server 130 can receive, via network 110, traffic data generated
by a traffic sensor. Traffic management server 130 can store
data files used to calculate the traffic prediction parameters,
such as traffic data files generated by the Department of
Transportation. In an embodiment of the present invention,
traffic management server 130 can represent a computing
system utilizing clustered computers and components to act
as a single pool of seamless resources when accessed through
a network. Traffic sensor data files 134 contain the data
recorded for the historic traffic conditions, while spatial data
files 136 contain the information for the links in the road
network. Exemplary information storage 132 stores the spa-
tial and sensory parameter information as traffic sensor data
files 134 and spatial data files 136, used in calibration calcu-
lations by traffic prediction calibrating program 124.

Traffic predicting server 120 includes traffic predicting tool
121, exemplary information store 122, traffic parameter cali-
brating program 124, and exemplary information storage
126, in accordance with an embodiment of the present inven-
tion. Traffic predicting server 120 is a computing device that
predicts road traffic conditions. Traffic predicting server 120
can generate road traffic predictions. Traffic predicting tool
121 can receive real-time and/or historic traffic data from
traffic sensor data files 123 and spatial data files 125. Traffic
predicting tool 121 can predict road traffic conditions. Traffic
predicting tool 121 can receive instructions from traffic
parameter calibrating program 124. Exemplary information
storage 122 is an information repository that stores the sen-
sory and spatial parameter information as traffic sensor data
files 123 and spatial data files 125. Traffic sensor data files 123
contain historic traffic data, while spatial data files 125 con-
tain information reflective of links, or road segments, in the
transportation network that is associated with traffic sensor
data files 123.

Traffic parameter calibrating program 124 is software that
improves the accuracy of traffic predicting calculations, in
accordance with an embodiment of the present invention.
Traffic parameter calibrating program 124 can determine a
subnet of links. Subnets are predetermined groupings of links
that represent roadways for a given system. Traffic parameter
calibrating program 124 can determine links that have the
least accuracy. The accuracy of a prediction is calculated as
the difference between predicted values and observed values,
which is determined after the actual values are available via
feeds from the road network. For example, traffic parameter
calibrating program 124 retrieves link information from spa-
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4

tial data files 125 and determines Subnet 1 of FIG. 3. Traffic
parameter calibrating program 124 can receive parameters
and the results of parameter configuration from parameter
files 128 and parameter prediction results files 127. Traffic
parameter calibrating program 124 can calibrate the param-
eters used to predict road traffic. Traffic parameter calibrating
program 124 can communicate with traffic predicting tool
121.

Exemplary information storage 126 is an information
repository that stores the parameter and parameter prediction
results information as parameter files 128 and parameter pre-
diction results files 127. Parameter files 128 include informa-
tion reflective of the tunable parameters (discussed below)
used in optimization calculations, such as those performed by
traffic parameter calibrating program 124 (discussed below).
Parameter prediction results files 127 include information
reflective of optimized parameters, such as the optimized
parameters generated by traffic parameter calibrating pro-
gram 124. Parameter prediction results files 127 can be
retrieved and implemented by traffic predicting tool 121
through traffic parameter calibrating program 124.

FIG. 2A is a flowchart depicting operational steps of traffic
parameter calibrating program 124, in accordance with an
embodiment of the present invention. The discussion of FIG.
2A will be discussed in conjunction with FIG. 3.

Traffic parameter calibrating program 124 determines a
subnet of links (step 202). For example, traffic parameter
calibrating program 124 determines a subnet of links from
city roadway information compiled by the Department of
Transportation for that particular city and generates Subnet 1
of FIG. 3.

Traffic parameter calibrating program 124 determines the
link with the least accuracy (step 204). Traffic parameter
calibrating program 124 calculates prediction accuracy on
each of the links in Subnet 1 of FIG. 3 and traffic parameter
calibrating program 124 determines the link included in Sub-
set 1 of FIG. 3 with the lowest accuracy. In one embodiment,
the level of accuracy for each link is dependent on the condi-
tions and geographical layout of the city roadways that are
calculated and determined prior to invoking traffic parameter
calibrating program 124. For example, poor, moderate, and
good link accuracy can be defined as being less than 50%
accurate, between 50% and 80% accurate, and greater than
80% accurate, respectively, as depicted in FIG. 3.

Traffic parameter calibrating program 124 increases the
number of hops by a preconfigured number of steps (for
example, one) and generates a new subnet (step 206). For
example, as depicted in FIG. 3, traffic parameter calibrating
program 124 generates a new subnet, Subnet 101, from Sub-
net 1 which includes all links that are within 2 (denoted as
beta) hops from the lowest accuracy link, L5. In an embodi-
ment, the beta value is a set of detectors included in the
relationship vector; a number within a predetermined range,
determined based on data compiled from the road networks
and the traffic administrator that is associated with a given
road network environment.

Traffic parameter calibrating program 124 optimizes the
link parameters of the new subnet (step 208). For example,
traffic parameter calibrating program 124 can perform a con-
tinuous optimization calculation to achieve improved traffic
predicting accuracy. In an embodiment, traffic parameter cali-
brating program 124 invokes the linear programming algo-
rithm of FIG. 2B (discussed below) to iteratively calculate the
optimum configuration for the links within Subnet 101 and
determine which parameters provide the best prediction accu-
racy, as depicted in FIG. 3, Subnet 101 optimized.
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Traffic parameter calibrating program 124 determines
whether the parameters are optimized to the highest accuracy
(decision block 210). For example, if traffic parameter cali-
brating program 124 determines that a change in the param-
eters results in a higher accuracy calculation, then traffic
parameter calibrating program 124 will continue to run the
linear program algorithm to optimize the parameters, until the
parameters that yield the highest accuracy are achieved (deci-
sion block 210, No branch). If traffic parameter calibrating
program 124 determines that a change in the parameters does
not yield a higher accuracy calculation (decision block 210,
Yes branch), traffic parameter calibrating program 124 saves
the parameters as the optimal parameters for the given subset
oflinks, and applies the optimal parameters to the subnets that
contain the subset of links to calculate the accuracy (step
212).

Traffic parameter calibrating program 124 applies the opti-
mized parameters to the subnets and calculates the accuracy
(step 212). For example, traffic parameter calibrating pro-
gram 124 applies the optimized set of parameters for Subnet
101 to all subnets that contain the optimized Subnet 101 set of
links. Traffic parameter calibrating program 124 then calcu-
lates the accuracy of the entire subnet with the new configu-
ration parameters for Subnet 101 applied to the subnet. In an
embodiment, traffic parameter calibrating program 124 itera-
tively runs prediction calculations until a user predetermined
target accuracy value is achieved, or a closest accuracy value
to the target accuracy value is achieved.

Traffic parameter calibrating program 124 determines
whether the overall accuracy value is higher than the previ-
ously calculated accuracy value (decision block 214). For
example, if the overall prediction accuracy value is not higher
than the previous accuracy value (decision block 214, No
branch), then traffic parameter calibrating program 124 does
not save the new configuration data (step 216). In the same
example, if traffic parameter calibrating program 124 deter-
mines that the overall prediction accuracy value is higher than
the previous accuracy value for each set of links (decision
block 214, Yes branch), then traffic parameter calibrating
program 124 saves the new configuration data (step 218). The
new configuration data is stored as permanent, as the opti-
mum parameter data, as parameter files 128 in exemplary
information storage 126.

Traffic parameter calibrating program 124 applies the new
configuration data to the next defined subnet and runs the
algorithm calculations for that subnet (step 220). For
example, traffic parameter calibrating program 124 applies
the configuration datato all of the next defined subnet, Subnet
2, in the network. The number of subnets on which to execute
optimization calculations is a configurable parameter, which
predefines a maximum number of subnets for manageability.
Traffic parameter calibrating program 124 runs the algorithm
configuration optimization calculations on the links in Subnet
2, starting at operational step 204.

Traffic parameter calibrating program 124 determines
whether the new configuration data yields more accurate
prediction results (decision block 222). For example, if the
configuration data calculated for Subnet 2 does not give a
higher accuracy value of prediction results than the prediction
accuracy value for Subnet 1 (decision block 222, No branch),
then traffic parameter calibrating program 124 stores the Sub-
net 1 configuration data for future calculations (step 224). In
the same example, if the configuration data calculated for
Subnet 2 yields a higher accuracy value of prediction results
than the prediction accuracy value for Subnet 1 (decision
block 222, Yes branch), then traffic parameter calibrating
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program 124 applies the Subnet 2 set of parameters to all of
the defined subnets (step 226).

FIG. 2B is a flowchart depicting additional operational
steps of traffic parameter calibrating program 124, in accor-
dance with an embodiment of the present invention. The
subnet of links on which to perform the parameter optimiza-
tion calculations is the set of links that has been determined by
traffic parameter calibrating program 124 as the set of links
with the least accuracy, as generated in step 206 of FIG. 2A.

Traffic parameter calibrating program 124 increases the
value of the number of hops (denoted as beta) by one step
within a given range (step 203). For example, the value of
beta, or the number of hops, is increased from 2 to 3, where
the range of beta is 1-5. The ranges of the beta parameter are
predetermined and tunable values.

Traffic parameter calibrating program 124 executes an esti-
mate calculation and a prediction calculation (step 205). For
example, responsive to increasing the value of beta, traffic
parameter calibrating program 124 runs an estimate calcula-
tion of the traffic of each link, which determines how the
traffic on a particular link is affected by the preceding links,
followed by a traffic prediction calculation of the new subnet.

Traffic parameter calibrating program 124 increases the
alpha value by one step (step 207). The alpha parameter is
used in computing the historical mean value and determines
how much weight is put on the recent past versus the more
distant past. For example, the value of alpha is increased one
step from 0.8 to 0.9, where the range of alpha is 0.5 to 1.0 for
each value of beta. The ranges of the alpha parameter are
predetermined and tunable values.

Traffic parameter calibrating program 124 executes a mean
calculation, an estimate calculation, and a prediction calcu-
lation (step 209). For example, traffic parameter calibrating
program 124 runs a mean calculation to determine the his-
torical mean value, followed by an estimate calculation of the
traffic of each link, and a prediction calculation of the new
subnet, after the value of alpha is increased.

Traffic parameter calibrating program 124 increases the
gamma and zeta values by one step (step 211). The gamma
parameter is the number of weeks of historical data to use in
a mean calculation, while the zeta parameter is the number of
weeks of historical data to use in an estimate calculation. For
example, the values of gamma and zeta are increased by one
step, where the range of gamma and zeta is 8 to 12, for each
value of alpha. The ranges of the gamma and zeta parameters
are predetermined and tunable, and the values of gamma and
zeta are kept equal.

Traffic parameter calibrating program 124 runs a mean
calculation, an estimate calculation, and a prediction calcu-
lation (step 213). For example, traffic parameter calibrating
program 124 runs a mean calculation to determine the his-
torical mean value, followed by an estimate calculation of the
traffic of each link, and a prediction calculation of the new
subnet, after the values of gamma and zeta are increased.

Traffic parameter calibrating program 124 increases the
delta value by one step (step 215). The value of delta, the
number of data points from a real time sensor network feed, is
changed by one step within the given range for each value of
gamma and zeta. The ranges of the delta parameter are pre-
determined and tunable values.

Traffic parameter calibrating program 124 executes a pre-
diction calculation (step 217). For example, traffic parameter
calibrating program 124 runs a prediction calculation of the
new subnet after the value of delta is increased.

Traffic parameter calibrating program 124 determines
whether the value of the calculated accuracy is greater than
the previous determined accuracy value (decision block 219).
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If traffic parameter calibrating program 124 determines that
the calculated accuracy is not greater than the previous accu-
racy (decision block 219, No branch), traffic parameter cali-
brating program 124 does not save the accuracy and param-
eters (step 221). If traffic parameter calibrating program 124
determines that the calculated accuracy is greater than the
previous accuracy (decision block 219, Yes branch), traffic
parameter calibrating program 124 stores the accuracy and
parameters as the best configuration (step 223). The best
configuration parameters are stored as parameter prediction
results files 127 on exemplary information storage 126, and
may be retrieved by traffic predicting tool 121 for future
calculations.

Traffic parameter calibrating program 124 selects a new set
of'links (step 225). For example, traffic parameter calibrating
program 124 selects a new set of links containing moderate
accuracy and good accuracy, and invokes the linear program-
ming algorithm for obtaining the optimum configuration for
the new set of selected links. In step 227, the subroutine
returns to step 212 in FIG. 2A.

As depicted in Subnet 101 optimized in FIG. 3, the accu-
racy of each link in Subnet 101 has increased after traffic
parameter calibrating program 124 performs parameter opti-
mization calculations on each of the links.

FIG. 4 depicts a block diagram of components of traffic
predicting server 120 and traffic management server 130, in
accordance with an illustrative embodiment of the present
invention. It should be appreciated that FIG. 4 provides only
an illustration of one implementation and does not imply any
limitations with regard to the environments in which different
embodiments may be implemented. Many modifications to
the depicted environment may be made.

Traffic predicting server 120 and traffic management
server 130 each include communications fabric 402, which
provides communications between computer processor(s)
404, memory 406, persistent storage 408, communications
unit 410, and input/output (I/O) interface(s) 412. Communi-
cations fabric 402 can be implemented with any architecture
designed for passing data and/or control information between
processors (such as microprocessors, communications and
network processors, etc.), system memory, peripheral
devices, and any other hardware components within a system.
For example, communications fabric 402 can be imple-
mented with one or more buses.

Memory 406 and persistent storage 408 are computer read-
able storage media. In this embodiment, memory 406
includes random access memory (RAM) 414 and cache
memory 416. In general, memory 406 can include any suit-
able volatile or non-volatile computer readable storage
media.

Traffic predicting tool 121, traffic parameter calibrating
program 124, traffic sensor data files 123 and 134, spatial data
files 125 and 136, parameter prediction results files 127, and
parameter files 128 are stored in persistent storage 408 for
execution and/or access by one or more of the respective
computer processors 404 via one or more memories of
memory 406. In this embodiment, persistent storage 408
includes a magnetic hard disk drive. Alternatively, or in addi-
tion to a magnetic hard disk drive, persistent storage 408 can
include a solid state hard drive, a semiconductor storage
device, read-only memory (ROM), erasable programmable
read-only memory (EPROM), flash memory, or any other
computer readable storage media that is capable of storing
program instructions or digital information.

The media used by persistent storage 408 may also be
removable. For example, a removable hard drive may be used
for persistent storage 408. Other examples include optical and
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magnetic disks, thumb drives, and smart cards that are
inserted into a drive for transfer onto another computer read-
able storage medium that is also part of persistent storage 408.

Communications unit 410, in these examples, provides for
communications with other data processing systems or
devices, including between traffic predicting server 120 and
traffic management server 130. In these examples, commu-
nications unit 410 includes one or more network interface
cards. Communications unit 410 may provide communica-
tions through the use of either or both physical and wireless
communications links. Traffic predicting tool 121 and traffic
parameter calibrating program 124 may be downloaded to
persistent storage 408 through communications unit 410.

1/O interface(s) 412 allows for input and output of data with
other devices that may be connected to client computing
device 120. For example, I/O interface 412 may provide a
connection to external devices 418 such as a keyboard, key-
pad, a touch screen, and/or some other suitable input device.
External devices 418 can also include portable computer
readable storage media such as, for example, thumb drives,
portable optical or magnetic disks, and memory cards. Soft-
ware and data used to practice embodiments of the present
invention, e.g., traffic predicting tool 121 and traffic param-
eter calibrating program 124 can be stored on such portable
computer readable storage media and can be loaded onto
persistent storage 408 via /O interface(s) 412. /O inter-
face(s) 412 also connect to a display 420. Display 420 pro-
vides a mechanism to display data to a user and may be, for
example, a computer monitor or an incorporated display
screen, such as is used in tablet computers and smart phones.

The programs described herein are identified based upon
the application for which they are implemented in a specific
embodiment of the invention. However, it should be appreci-
ated that any particular program nomenclature herein is used
merely for convenience and thus, the invention should not be
limited to use solely in any specific application identified
and/or implied by such nomenclature.

The present invention may be a system, a method, and/or a
computer program product. The computer program product
may include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present inven-
tion.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but is not limited to, an elec-
tronic storage device, a magnetic storage device, an optical
storage device, an electromagnetic storage device, a semicon-
ductor storage device, or any suitable combination of the
foregoing. A non-exhaustive list of more specific examples of
the computer readable storage medium includes the follow-
ing: a portable computer diskette, a hard disk, a random
access memory (RAM), aread-only memory (ROM), an eras-
able programmable read-only memory (EPROM or Flash
memory), a static random access memory (SRAM), a por-
table compact disc read-only memory (CD-ROM), a digital
versatile disk (DVD), a memory stick, a floppy disk, a
mechanically encoded device such as punch-cards or raised
structures in a groove having instructions recorded thereon,
and any suitable combination of the foregoing. A computer
readable storage medium, as used herein, is not to be con-
strued as being transitory signals per se, such as radio waves
or other freely propagating electromagnetic waves, electro-
magnetic waves propagating through a waveguide or other
transmission media (e.g., light pulses passing through a fiber-
optic cable), or electrical signals transmitted through a wire.
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Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network (LAN), a wide
area network (WAN), and/or a wireless network. The network
may comprise copper transmission cables, optical transmis-
sion fibers, wireless transmission, routers, firewalls, switches,
gateway computers, and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions from
the network and forwards the computer readable program
instructions for storage in a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler instruc-
tions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or either
source code or object code written in any combination of one
or more programming languages, including an object ori-
ented programming language such as Smalltalk, C++ or the
like, and conventional procedural programming languages,
such as the “C” programming language or similar program-
ming languages. The computer readable program instructions
may execute entirely on the user’s computer, partly on the
user’s computer, as a stand-alone software package, partly on
the user’s computer and partly on a remote computer or
entirely on the remote computer or server. In the latter sce-
nario, the remote computer may be connected to the user’s
computer through any type of network, including a local area
network (LAN) or a wide area network (WAN), or the con-
nection may be made to an external computer (for example,
through the Internet using an Internet Service Provider). In
some embodiments, electronic circuitry including, for
example, programmable logic circuitry, field-programmable
gate arrays (FPGA), or programmable logic arrays (PLA)
may execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

These computer readable program instructions may be pro-
vided to a processor of a general purpose computer, special
purpose computer, or other programmable data processing
apparatus to produce a machine, such that the instructions,
which execute via the processor of the computer or other
programmable data processing apparatus, create means for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks. These computer read-
able program instructions may also be stored in a computer
readable storage medium that can direct a computer, a pro-
grammable data processing apparatus, and/or other devices to
function in a particular manner, such that the computer read-
able storage medium having instructions stored therein com-
prises an article of manufacture including instructions which
implement aspects of the function/act specified in the flow-
chart and/or block diagram block or blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data processing
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apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus, or other device to produce a computer imple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other device
implement the functions/acts specified in the flowchart and/or
block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of instructions, which comprises one or more execut-
able instructions for implementing the specified logical func-
tion(s). In some alternative implementations, the functions
noted in the block may occur out of the order noted in the
figures. For example, two blocks shown in succession may, in
fact, be executed substantially concurrently, or the blocks
may sometimes be executed in the reverse order, depending
upon the functionality involved. It will also be noted that each
block of'the block diagrams and/or flowchart illustration, and
combinations of blocks in the block diagrams and/or flow-
chart illustration, can be implemented by special purpose
hardware-based systems that perform the specified functions
or acts or carry out combinations of special purpose hardware
and computer instructions.

What is claimed is:
1. A computer-implemented method for auto-calibrating
parameters in traffic prediction, the method comprising:
determining, by one or more computer processors, a first
subnet of traffic links having an association with a plu-
rality of traffic links in a traffic network;
determining, by one or more computer processors, a sec-
ond subnet of traffic links that is associated with the first
subnet of traffic links, wherein the second subnet of
traffic links has a first traffic predicting accuracy value;
generating, by one or more computer processors, a set of
optimized traffic predicting parameters associated with
the second subnet of traffic links;
storing, by one or more processors, the set of optimized
traffic predicting parameters associated with the second
subnet of traffic links in a database;
retrieving, by one or more processors, the stored set of
optimized traffic predicting parameters associated with
the second subnet of traffic from the database;
applying, by one or more computer processors, the set of
optimized traffic predicting parameters onto a third sub-
net of traffic links;
determining, by one or more computer processors, the set
of optimized traffic predicting parameters used to calcu-
late prediction results having a second traffic predicting
accuracy value;
applying, by one or more computer processors, the set of
optimized traffic predicting parameters used to calcu-
lated prediction results associated with the second traffic
predicting accuracy to subnets associated with the traffic
network;
wherein the first traffic predicting accuracy value is lower
than the second traffic predicting accuracy value; and
displaying, by one or more processors, a representation of
a traffic predicting accuracy for subnets associated with
the traffic network.
2. The method of claim 1, wherein the first traffic predicting
accuracy value or second traffic predicting accuracy value is
proportional to the difference between:
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a predicted value obtained using parameter data from all
links in the traffic network; and

an observed value, obtained using a real-time vehicular
traffic information feed associated with all links in the
traffic network.

3. The method of claim 1, wherein the set of traffic predict-

ing parameters includes:

an alpha parameter that reflects a weight applied to a recent
past versus a more distant past;

a beta parameter that reflects a number of steps, or hops,
between traffic links;

a gamma parameter that reflects a number of weeks of
historical data used for a mean calculation;

a 7eta parameter that reflects a number of weeks of histori-
cal data used for an estimate calculation;

a delta parameter that reflects a number of data points of
past data; and

atheta parameter that reflects a quality of data input from a
real-time vehicular traffic information feed.

15

12

4. The method of claim 3, wherein the mean calculation
comprises a calculation of a historical mean value using the
gamma parameter.
5. The method of claim 3, wherein the estimate calculation
comprises a calculation of a traffic volume of each link in the
second subnet, using the zeta parameter.
6. The method of claim 3, wherein the step of generating,
by the one or more computer processors, the set of optimized
traffic predicting parameters comprises:
selecting the second subnet of traffic links;
increasing the beta parameter one hop;
increasing the alpha parameter, the gamma parameter, the
zeta parameter, and the delta parameter by one step; and

executing at least one of the mean calculation, the estimate
calculation, and a traffic predicting accuracy calcula-
tion, using one or more of the increased alpha, beta,
gamma, zeta, and delta parameters.

#* #* #* #* #*



